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Bounded solutions of linear almost

periodic differential equations

D. N. Cheban

Abstract. The paper deals with bounded (on R+ or R) solutions of the equation
ẋ = A(t)x with recurrent (almost periodic) coefficients. We show that the zero
solution of this equation is uniformly stable (bistable) if and only if all its solutions
and the solutions of its limit equations are bounded on R+ (R). These results are
generalizations of the well-known theorem of Cameron–Johnson.

Introduction

This paper deals with bounded (on R+ or R) solutions of the equation

ẋ = A(t)x (0.1)

with recurrent (in particular, almost Bohr periodic) coefficients.

The well-known theorem of Cameron–Johnson theorem [1], [2] for equation (0.1)
in a finite-dimensional space states that this equation can be reduced by a Lyapunov
transformation to an equation

ẏ = B(t)y, (0.2)

where B(t) is a skew-symmetric matrix, if all the solutions of equation (0.1) and the
solutions of all its limit equations are bounded on R. It is obvious that the converse
statement is also valid. This theorem implies that the solutions of equation (0.1)
and of all its limit equations are bounded on R if and only if the zero solution of
equation (0.1) is Lyapunov bistable. We show that the last statement is valid for
equations (0.1) in an arbitrary Banach space. Moreover, we prove that the solutions
of equation (0.1) and all its limit equations are bounded on R+ if and only if the
zero solution of equation (0.1) is uniformly stable. We establish that equation (0.1)
has at most finitely many solutions that are linearly independent and bounded on
R if its zero solution is uniformly stable and the shift operator along the trajectories
of equation (0.1) is asymptotically compact.

AMS 1991 Mathematics Subject Classification. 34C27, 34C35, 54H20.
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§ 1. Bounded motions of linear non-autonomous dynamical systems

Assume that X and Y are complete metric spaces, R (Z) is the group of real
numbers (integers), T = R or T = Z, T+ = {t ∈ T | t > 0}, T− = {t ∈ T | t 6 0},
and S = T+, T−, T . Let (X,S, π) ((Y, T, σ)) be a semigroup (group) dynamical
system on X (Y ). A triple 〈(X,S, π), (Y, T, σ), h〉, where h is a homomorphism of
(X,S, π) onto (Y, T, σ), is called [3] a non-autonomous dynamical system.

A set A ⊆ X is said [4] to be positively invariant (quasi-invariant) if πtA ⊆ A
(πtA ⊇ A) for all t ∈ T+, where πtx = π(x, t) = xt for all x ∈ X. A set A is said
to be invariant if it is both positively invariant and quasi-invariant.

A closed positively invariant set A in the space of the system (X,S, π) is said [4]
to be minimal if it contains no proper closed positively invariant subset. A point
x ∈ X is said to be recurrent in (X,S, π) if H(x) = {xt | t ∈ T} is a compact
minimal set of (X,S, π).

A non-autonomous dynamical system 〈(X,T+, π), (Y, T, σ), h〉 is said [5]–[8] to
be distal on T+ in the fibre Xy = {x ∈ X | h(x) = y} if inf{ρ(x1t, x2t) | t ∈ T+} > 0
for all x1, x2 ∈ Xy, x1 6= x2. For group non-autonomous dynamical systems the
distalness on T− and T in the fibre Xy can be defined likewise. Finally, a non-
autonomous system is said to be distal on T+ (T−, T ) if it is distal in every fibre
Xy, y ∈ Y .

Assume that (Xi, T+, πi) is a dynamical system on Xi, i = 1, . . . , k; let X =
X1 × · · · ×Xk, and let π = (π1, . . . , πk) : X × T+ → X be defined by the formula

π(x, t) = (π1(x1, t), . . . , πk(xk, t))

for all t ∈ T+ and x = (x1, . . . , xk) ∈ X. The dynamical system (X,T+, π),
where X = X1 × · · · ×Xk and π = (π1, . . . , πk), is called the direct product of the
dynamical systems (Xi, T+, πi), i = 1, . . . , k and denoted by (X1, T+, π1)×· · · · · ·×
(Xk, T+, πk). If Xi = X, i = 1, . . . , k, and πi = π, i = 1, . . . , k, then

(X,T+, π)× (X,T+, π)× · · · × (X,T+, π) = (Xk, T+, π).

The direct product of group dynamical systems is defined likewise.
Thepointsx1, . . . , xk ∈ X are said to be jointly recurrent if the point (x1, . . . , xk)∈

Xk is recurrent in the dynamical system (Xk, T+, π).

Lemma 1.1 [5]–[8]. The following assertions hold.
1) Assume that X is compact and (Y, T, σ) is minimal. If the group non-

autonomous dynamical system 〈(X,T, π), (Y, T, σ), h〉 is distal on T+ (T−), then
it is distal on T .

2) Assume that X is compact, (Y, T, σ) is minimal, and y ∈ Y . Then the follow-
ing conditions are equivalent :

(i) the group non-autonomous system 〈(X,T, π), (Y, T, σ), h〉 is distal on T in the
fibre Xy;

(ii) for any points x1, . . . , xk ∈ X, where k is any positive integer ≥ 2, the point
(x1, . . . , xk) ∈ Xk is recurrent in (Xk, T, π);

(iii) for any two points x1, x2 ∈ Xy the point (x1, x2) ∈ X ×X is recurrent in
(X,T, π)× (X,T, π).
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The entire (full) trajectory of the semigroup system (X,T+, π) passing through
the point x ∈ X at t = 0 is defined to be the continuous map γ : T → X that
satisfies the conditions γ(0) = x and πtγ(s) = γ(s + t) for all t ∈ T+ and s ∈ T .
Let Φx be the set of all entire trajectories of (X,T+, π) passing through x at t = 0.

Let C(T,X) be the space of all continuous maps ϕ : T → X equipped with the
compact-open topology and let

(
C(T,X), T, σ

)
be the dynamical system of shifts on

C(T,X). Let d be a metric on C(T,X) consistent with its topology (for example,
the Bebutov metric).

Lemma 1.2 [9]. Let (X,T+, π) be a semigroup dynamical system and assume that
for any t ∈ T+ the map πt : X → X is a homeomorphism and π̂ is the map of
X × T to X defined by the equality

π̂(x, t) =

{
π(x, t), (x, t) ∈ X × T+,

(π−t)−1(x), (x, t) ∈ X × T−.

Then the triple (X,T, π̂) is a group dynamical system.

Lemma 1.3 [5]. Assume that 〈(X,T+, π), (Y, T, σ), h〉 is a non-autonomous dynam-
ical system, Y is compact, (Y, T, σ) is minimal, and x0 ∈ Xy has a relatively com-
pact semitrajectory {x0t | t ∈ T}. Then one can find a recurrent point x ∈ ωx0 =⋂
t>0, τ>t Ux0τ (x ∈ Xy) and a sequence tn → +∞ such that ρ(x0tn, xtn) → 0 as

n→ +∞.

A dynamical system (X,S, π) is said [10]–[13] to be asymptotically compact if
for any bounded positively invariant set B ⊆ X there is a non-empty compact set
K ⊆ X such that

lim
t→+∞

sup{ρ(xt,K) : x ∈ B} = 0.

Remark 1.4. (i) Assume that x ∈ X is such that {xt | t ∈ T+} is bounded and
(X,T+, π) is asymptotically compact. Then {xt | t ∈ T+} is relatively compact.

(ii) Let M ⊂ X be bounded and invariant. Then M is relatively compact if the
dynamical system (X,T+, π) is asymptotically compact. In particular, if x ∈ X
and γ ∈ Φx is such that γ(T ) is bounded, then γ(T ) is relatively compact.

Lemma 1.5 [10]. Let B be a bounded subset of X. Then the following conditions
are equivalent :

(i) for any sequences {xk} ⊂ B and tk → +∞ the sequence {xktk} is relatively
compact ;

(ii) Ω(B) =
⋂
t>0, τ>tUπ

τ (B) 6= ∅ is compact and invariant, and

lim
t→+∞

sup{ρ
(
xt,Ω(B)

)
: x ∈ B} = 0;

(iii) there is a non-empty compact set K ⊆ X such that

lim
t→+∞

sup{ρ(xt,K) : x ∈ B} = 0.
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If X = E×Y , π = (ϕ, σ), that is, π
(
(u, y), t

)
=
(
ϕ(t, x, y), σ(y, t)

)
for all (u, y) ∈

E×Y and t ∈ S, then the non-autonomous dynamical system 〈(X,S, π), (Y, T, σ), h〉,
where h = pr2 : X → Y , is called [14] a skew product over (Y, T, σ) with the fibre E.

Let (X,h, Y ) be a locally trivial Banach fibre bundle [15]. A non-autonomous
dynamical system 〈(X,S, π), (Y, T, σ), h〉 is said [14], [16] to be linear if the map
πt : Xy → Xyt is linear for every t ∈ S and y ∈ Y .

If 〈(X,S, π), (Y, T, σ), h〉 is a skew product over (Y, T, σ) with the fibre E (that
is, X = E × Y , π = (ϕ, σ), and h = pr2), then it is linear if and only if E is a
Banach space and the map ϕ(t, ·, y) : E → E is linear for every y ∈ Y and t ∈ S.

Throughout the rest of this paper we assume that Y is compact, the dynamical
system (Y, T, σ) is minimal, X = E × Y , E is a Banach space with the norm | · |,
the non-autonomous dynamical system 〈(X,S, π), (Y, T, σ), h〉 is linear, π = (ϕ, σ),
and h = pr2.

LetF ⊂ E×Y be a closedvectorial subset of the trivial fibre bundle (E×Y,pr2, Y )
that is positively invariant relative to (X,S, π). We put

B+ =
{
(x, y) ∈ F | sup{|ϕ(t, x, y)| : t ∈ T+} < +∞

}
.

The set B− is defined likewise. If 〈(X,T+, π), (Y, T, σ), h〉 is a semigroup non-
autonomous dynamical system, then B is the set of all points of F with the following
property: there is an entire trajectory of the dynamical system (F, T+, π) bounded
on T that passes through this point. We put B+

y = B+ ∩ Xy and By = B ∩ Xy,
y ∈ Y .

Theorem 1.6. The following conditions are equivalent :
(i) there is an M > 0 such that

|ϕ(t, x, y)| 6M |x| (1.1)

for all (x, y) ∈ B+ (B−,B) and t ∈ T+ (T−, T );
(ii) B+ (B−,B) is closed in F .

Proof. We prove this theorem in the case when S = T+. In the case when S = T−
or S = T it can be proved in a similar way. We claim that (i) implies (ii). Assume

that (x, y) ∈ B+. Then there is an {xn, yn} ⊆ B+ such that {xn, yn} → (x, y) as
n→ +∞. By condition (i), the inequality

|ϕ(t, xn, yn)| 6M |xn| (1.2)

is valid for all n = 1, 2, . . . and t ∈ T+. Passing to the limit in (1.2) as n → +∞,
we obtain that |ϕ(t, x, y)| 6M |x| for all t ∈ T+, that is, (x, y) ∈ B+.

Now we claim that (ii) implies (i). Let B+ be closed and let y ∈ Y . We put

d(y) = sup
{
|ϕ(t, x, y)| : t ∈ T+, (x, y) ∈ B+, |x| 6 1

}
. (1.3)

We claim that the function d : Y → R+ defined by formula (1.3) is lower semi-
continuous. Assume the contrary. Then there are ε > 0, y ∈ Y , and yn → y such
that

lim
n→+∞

d(yn) = d(y)− ε. (1.4)
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Formula (1.3) implies that there are |xn| 6 1 and {tn} ⊆ T+

(
(xn, y) ∈ B+

)
such

that
d(y) = lim

n→+∞
|ϕ(tn, xn, y)|.

Therefore, for ε > 0 one can find a k such that the inequality∣∣|ϕ(tn, xn, y)| − d(y)
∣∣ < ε/4 (1.5)

is valid for all n > k. Since the map ϕ(tk, xk, ·) : Y → X is continuous, there is an
n = n(k) such that

|ϕ(tk, xk, yn)− ϕ(tk, xk, y)| < ε/4 (1.6)

for all n > n(k). Inequalities (1.5) and (1.6) imply that∣∣d(y)− |ϕ(tk, xk, yn)|
∣∣ < ε/4 (1.7)

for all n > n(k). Hence,
d(y)− d(yn) 6 ε/2 (1.8)

for all n > n(k). On the other hand, formula (1.4) implies that

d(y)− d(yn) > 3ε/4 (1.9)

if n is sufficiently large.
Inequality (1.9) contradicts (1.8). This contradiction proves that d : Y → R+ is

lower semicontinuous. Hence, this function has a set of points of continuity D ⊂ Y
of the type Gδ. Since Y is a complete metric space, D has an interior point p ∈ D,
that is, there is a δp > 0 such that

S[p, δp] = {y ∈ Y | ρ(y, p) 6 δp} ⊂ D.

Since Y is minimal, there are negative numbers t1, . . . , tm such that Y =⋃m
i=1 σ(S[p, δp], ti) (see [6], Russian p. 134).
We put L = max{|ti| : i = 1, . . . ,m}. Since d is continuous on S[p, δp] and Y is

compact, there is an Mp > 0 such that d(y) 6Mp for all y ∈ S[p, δp].
We claim that the family of operators {πt | t ∈ [0, L]} is uniformly continuous,

that is, for any ε > 0 there is a δ(ε) > 0 such that |x| 6 δ implies that |xt| 6 ε
for all t ∈ [0, L]. Assume the contrary. Then there are ε0 > 0, δn ↓ 0, |xn| < δn,
yn ∈ Y , and tn ∈ [0, L] such that

|ϕ(tn, xn, yn)| > ε0. (1.10)

Since Y and [0, L] are compact, we can assume that the sequences {yn} and {tn}
are convergent. Put y0 = limn→+∞ yn and t0 = limn→+∞ tn. Passing to the limit
in (1.10) as n→ +∞, we obtain 0 > ε0. The last inequality contradicts the choice
of ε0. This contradiction proves the above assertion.

If α > 0 is such that |ϕ(t, x, y)| 6 1 for all t ∈ [0, L], |x| 6 α, and y ∈ Y , then

|ϕ(t, x, y)| 6 α−1|x| (1.11)
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for all t ∈ [0, L], x ∈ E, and y ∈ Y . Assume that q ∈ Y , y ∈ S[p, δp], and ti are
such that q = yti. Then

|ϕ(t, x, q)| = |ϕ(t, x, yti)| =
∣∣ϕ(t+ ti, ϕ(−ti, x, yti), y

)∣∣
= |ϕ(−ti, x, yti)|

∣∣∣∣ϕ(t+ ti,
ϕ(−ti, x, yti)
|ϕ(−ti, x, yti)|

, y

)∣∣∣∣. (1.12)

The set B+ is positively invariant and contains (x, q). Therefore, B+ contains
π−ti(x, q), where π−ti(x, q) =

(
ϕ(−ti, x, q), σ(q,−ti)

)
. Hence, π−ti(x, q) =(

ϕ(−ti, x, yti), y
)
∈ B+

y and∣∣∣∣ϕ(t+ ti,
ϕ(−ti, x, yti)
|ϕ(−ti, x, yti)|

, y

)∣∣∣∣ 6Mp (1.13)

for all t > L. On the other hand, inequality (1.11) implies that

|ϕ(−ti, x, yti)| 6 α−1|x| (1.14)

for all x ∈ E. Formulae (1.12)–(1.14) imply that |ϕ(t, x, q)| 6 M |x| for all t ∈ T+

and x ∈ E, where M = α−1 max{1,Mp}. This completes the proof of the theorem.

Lemma 1.7. Assume that 〈(X,T+, π), (Y, T, σ), h〉 is a linear non-autonomous
dynamical system, (X,T+, π) is asymptotically compact, and there is an M > 0
such that

|γ(t)| 6M |x| (1.15)

for all γ ∈ Φ(x,y), (x, y) ∈ B, and t ∈ T . Then the set Φ0 = ∪{Φ(x,y) | (x, y) ∈
B, |x| 6 1} is relatively compact in C(T,X).

Proof. Consider the set K = {γ(t) | t ∈ T, γ ∈ Φ0} ⊆ B. It is obvious that K is
invariant. By (1.15), it is bounded. Since (X,T+, π) is asymptotically compact,
K is relatively compact (see Remark 1.4(ii)). We claim that the family of functions
Φ0 ⊂ C(T,X) is equicontinuous. Assume the contrary. Then there are ε0 > 0,
δn ↓ 0, {tin}(i = 1, 2), and {γn} ⊂ Φ0 such that |t1n − t2n| < δn and

|γn(t1n)− γn(t2n)| > ε0. (1.16)

Without loss of generality we can assume that t2n > t1n. Then inequality (1.16)
implies that

|πτnxn − xn| > ε0 (1.17)

for all n = 1, 2, . . . , where τn = t2n − t1n and xn = γn(t
1
n). Since {xn} ⊆ K, we

can assume that the sequence {xn} converges. Let x0 = limn→+∞ xn. Passing to
the limit in inequality (1.17) as n → +∞, we obtain the inequality 0 > ε0, which
contradicts the choice of ε0. To complete the proof of the lemma, it is sufficient to
apply the Ascoli–Arzela theorem.
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Theorem 1.8. Assume that 〈(X,T+, π), (Y, T, σ), h〉 is a linear non-autonomous
dynamical system, (X,T+, π) is asymptotically compact, and there is an M > 0
such that inequality (1.15) is valid for all γ ∈ Φ(x,y), (x, y) ∈ B, and t ∈ T . Then
the following assertions hold.

(i) Any two entire trajectories γ1 ∈ Φ(x1,y) and γ2 ∈ Φ(x2,y)

(
(x1, y), (x2, y) ∈ B

)
are jointly recurrent.

(ii) For any (x, y) ∈ B the set Φ(x,y) consists of a single entire recurrent trajec-
tory.

(iii) B is closed in F .

(iv) (X,T+, π) induces a group dynamical system (B, T, π) on B.

(v) For any y ∈ Y the set By is finite-dimensional and dimBy does not depend
on y ∈ Y .

Proof. Assume that (x, y) ∈ B, and let γ ∈ Φ(x,y) be bounded on T . By Lemma 1.7,

the set H(γ) = {γτ | τ ∈ T} is compact in C(T,X), since γτ ∈ Φγ(τ), where
γτ is the shift of γ by τ and the bar denotes closure in C(T,X). Consider the
group non-autonomous dynamical system 〈(H(γ), T, λ), (Y, T, σ), h〉, where
(H(γ), T, λ) is the dynamical system of shifts on H(γ) induced by the Bebutov
system

(
C(T,X), T, σ

)
and µ : H(γ) → Y is the map defined by the equality

µ(ψ) = h(ψ(0)). Under the conditions of Theorem 1.8 (see also inequality (1.15))
the non-autonomous dynamical system 〈(H(γ), T, λ), (Y, T, σ), µ〉 is negatively
distal, that is, inf{d

(
λ(γ1, t), λ(γ2, t)

)
: t ∈ T−} > 0 for any γ1, γ2 ∈ H(γ) such

that γ1 6= γ2 and µ(γ1) = µ(γ2). By Lemma 1 in [6], Russian p. 104, 〈(H(γ), T, λ),
(Y, T, σ), h〉 is distal on T . Therefore, γ1 and γ2 are jointly recurrent. In particular,
γ is recurrent. Moreover, by Lemma 1.1, any two entire trajectories γ1 ∈ Φ(x,y)

and γ2 ∈ Φ(x,y) are jointly recurrent.

We claim that for any (x, y) ∈ B the set Φ(x,y) consists of a single entire
recurrent trajectory. Assume the contrary. Then there are γ1, γ2 ∈ Φ(x,y) such
that γ1 6= γ2. Putting γ(t) = γ1(t) − γ2(t), we obtain a recurrent function γ 6= 0
such that γ(t) = 0 for all t ∈ T+, which is impossible.

Now let (x, y) ∈ B. Then there is an {xn, yn} ⊂ B such that {xn, yn} → {x, y}.
Let γn be the (unique) entire trajectory of (F, T+, π) bounded on T and satisfying
the condition γn(0) = (xn, yn). By Lemma 1.7, we can assume that the sequence
{γn} converges in C(T,X). Inequality (1.15) implies that γ = limn→+∞ γn is
an entire trajectory of (F, T+, π) bounded on T . Moreover, γ(0) = (x, y). Thus,
γ ∈ Φ(x,y), whence (x, y) ∈ B.

Since B is closed and invariant, (X,T+, π) induces a dynamical system (B, T+, π)
on B, and πtB = B for all t ∈ T+. By assertion (ii) of the theorem, πt : B → B
(t ∈ T+) is a one-to-one map and (πt)−1(b) = γb(−t) for all t ∈ T+ and b ∈ B,
where {γb} = Φb. Lemma 1.7 implies that πt : B → B is a homeomorphism. To
prove assertion (iv), it is sufficient to apply Lemma 1.2.

We now prove the last assertion of the theorem. Since (X,T+, π) is asymptot-
ically compact, K = {(x, y) | (x, y) ∈ B, |x| 6 1, y ∈ Y } is compact. Therefore,
every linear subspace By of Xy = E × {y} is finite-dimensional. Let y ∈ Y and let
x1, . . . , xk ∈ By be a basis in By . Then Lemma 1.1 implies that the points x1, . . . , xk
are jointly recurrent. Let q be an arbitrary point of Y . Since Y is minimal,
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there is a sequence {tn} ⊂ T such that ytn → q and π(xi, tn) → ξi (i = 1, . . . , k)
as n→ +∞, where ξ1, . . . , ξk ∈ Bq and the points ξ1, . . . , ξk are jointly recurrent.

We claim that ξ1, . . . , ξk are linearly independent. Assume the contrary. Then

there are constants c1, . . . , ck such that c1ξ1 + · · · + ckξk = 0 and
∑k
i=1 |ci| 6= 0.

Since (ξ1, . . . , ξk) ∈ H(x1, . . . , xk) and (x1, . . . , xk) is recurrent, there is a {τn} ⊂ T
such that qτn → y and π(ξi, τn)→ xi (i = 1, . . . , k) as n→ +∞. Therefore,

c1x1 + · · ·+ ckxk = lim
n→+∞

π(c1ξ1 + · · ·+ ckξk, τn) = 0.

The last relation contradicts the choice of x1, . . . , xk. Thus, dimBq > dimBy for
all q ∈ Y . Since Y is minimal, the reverse inequality also holds. Hence, dimBq =
dimBy for all q ∈ Y , which completes the proof of the theorem.

Theorem 1.9. Let 〈(X,T+, π), (Y, T, σ), h〉 be a linear non-autonomous dynamical
system and assume that (X,T+, π) is asymptotically compact. Then the following
conditions are equivalent :

(i) there is an M > 0 such that (1.15) is valid for all γ ∈ Φ(x,y), (x, y) ∈ B, and
t ∈ T ;

(ii) B is closed in F .

Proof. By Theorem 1.8, the theorem will be proved if we prove that (ii) implies (i).
By Theorem 1.6, there is an M > 0 such that (1.1) is valid for all (x, y) ∈ B and
t ∈ T+. Since B is invariant, for any (x, y) ∈ B and γ ∈ Φ(x,y) the inequality

|γ(t)| >M−1|x| (1.18)

is valid for all t ∈ T−. Repeating the arguments used in Lemma 1.7, we can show

that H(γ) = {γτ | τ ∈ T} is compact in C(T,X). Consider the group dynamical
system 〈(H(γ), T, λ), (Y, T, σ), µ〉 (see the proof of Theorem 1.8). Inequality (1.18)
implies that the non-autonomous system 〈(H(γ), T, λ), (Y, T, σ), µ〉, is distal on T−.
By Lemma 1.1, γ is recurrent. Therefore,

sup{|γ(t)| : t ∈ T} = sup{|γ(t)| : t ∈ T+} 6M |x|

for all γ ∈ Φ(x,y) and (x, y) ∈ B. Hence, condition (i) holds and the theorem is
proved.

Theorem 1.10. Let 〈(X,T+, π), (Y, T, σ), h〉 be a linear non-autonomous dynam-
ical system. Assume that (X,T+, π) is asymptotically compact and B+ is closed.
Then

(i) B is closed, and
(ii) for any (x, y) ∈ B+ there is a recurrent point (x, y) ∈ B such that

limt→+∞ |ϕ(t, x0, y)− ϕ(t, x, y)| = 0.

Proof. Assume that B+ is closed. By Theorem 1.6, there is an M > 0 such that
(1.1) is valid for all (x, y) ∈ B+ and t ∈ T+. Assume that (x, y) ∈ B ⊆ B+.
Then inequality (1.1) implies that (1.18) is valid for all t ∈ T− and γ ∈ Φ(x,y).



Bounded solutions of linear almost periodic equations 589

Repeating the arguments used in the proof of Theorem 1.9, we obtain (1.15) for all
γ ∈ Φ(x,y), (x, y) ∈ B and t ∈ T . To complete the proof of the first assertion of
the theorem, it is sufficient to apply Theorem 1.8.

Now we prove the second assertion of the theorem. Let (x0, y) ∈ B+. Since
(X,T+, π) is asymptotically compact, the semitrajectory {πt(x0, y) | t ∈ T+} of
the point (x0, y) is relatively compact. Therefore, ω(x0,y) 6= ∅ is compact and
invariant. By Lemma 1.3, one can find a recurrent point (x, y) ∈ ω(x0,y) and a
sequence tn → +∞ such that

lim
n→+∞

|ϕ(tn, x0, y)− ϕ(tn, x, y)| = 0. (1.19)

Inequality (1.15) implies that

|ϕ(t, x0, y)− ϕ(t, x, y)| 6M |ϕ(tn, x0, y)− ϕ(tn, x, y)| (1.20)

for all t > tn. Formulae (1.19) and (1.20) imply the desired assertion, which
completes the proof of the theorem.

Remark 1.11. The second assertion of Theorem 1.9 remains true even if we do not
assume that B+ is closed.

We conclude this section with a condition under which a linear non-autonomous
system is asymptotically compact.

Let P : X → X be a projection of the vector bundle, that is, Py = P |Xy is a

projection in Xy for every y ∈ Y . Then P is said to be completely continuous if
P (M) is relatively compact for any bounded set M ⊂ X.

Lemma 1.12. Let 〈(X,T+, π), (Y, T, σ), h〉 be a linear non-autonomous dynamical
system. Assume that the maps πt = π( · , t) : X → X can be represented as sums
π(x, t) = π1(x, t) + π2(x, t) for all t ∈ T+ and x ∈ X, and that the following
conditions hold.

(i) |π1(x, t)| 6 m(t, r) for all t ∈ T+ and x ∈ X, where m : R2
+ → R+ and for

every r > 0 the function m(t, r) tends to zero as t→ +∞.
(ii) The maps π2( · , t) : X → X (t > 0) are conditionally completely continuous,

that is, π2(A, t) is relatively compact for any t > 0 and any bounded positively
invariant set A ⊆ X.

Then the dynamical system (X,T+, π) is asymptotically compact.

Proof. LetA ⊆ X be a bounded positively invariant set. ThenA = Σ+(A) = {πtA |
t ∈ T+}. Since Y is compact and (X,h, Y ) is locally trivial, there is an r > 0 such
that A ⊆ {x ∈ X : |x| 6 r}. We claim that for any {xk} ⊂ A and tn → +∞ the
sequence {xktk} is relatively compact. We can cover M = {xktk}∞k=1 with a finite
ε-net for any ε > 0. Assume that ε > 0 and l > 0 are such that m(l, r) < ε/2. We

represent M as the union M1 ∪M2, where M1 = {xktk}k1

k=1, M2 = {xktk}∞k=k1+1

and k1 = max{k | tk 6 l}. The setM2 is a subset of πl(Σ+(A)) whose elements can
be represented in the form π1(x, t) + π2(x, t) (x ∈ Σ+(A)). Since π2(Σ

+(A), l) is
relatively compact, we can cover it with a finite (ε/2)-net. For any y ∈ π1(Σ

+(A), l)
there is an x ∈ Σ+(A) such that y = π1(x, l) and |y| = |π1(x, l)| 6 m(l, r) < ε/2.
Therefore, the zero section Θ of the vector bundle (X,h, Y ) is an (ε/2)-net of
π1(Σ

+(A), l). Since Y is compact and (X,h, Y ) is locally trivial, the zero section
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Θ is compact. Hence, M2 and M are covered by the ε-net Θ ∪M1. Since Θ is
compact and the space Y is complete, M = {xktk}∞k=1 is relatively compact. We
complete the proof by applying Lemma 1.5.

Corollary 1.13. Let 〈(X,T+, π), (Y, T, σ), h〉 be a linear non-autonomous dynam-
ical system and let P : X → X be a completely continuous projection. Assume that
there are positive numbers N and ν such that |πtQ(x)| 6 Ne−νt|x| for all x ∈ X
and t ∈ T+, where Q : X → X and Qy = Q|Xy = Iy−Py for all y ∈ Y (Iy = idXy ).

Then (X,T+, π) is asymptotically compact.

To deduce this corollary from Lemma 1.12, it is sufficient to observe that
π(x, t) = π1(x, t) + π2(x, t) for all x ∈ X and t ∈ T+, where π1(x, t) = πtQ(x)
and π2(x, t) = πtP (x). Under the hypotheses of Corollary 1.13, for every t > 0 the
map π2( · , t) = πtP is completely continuous and |π1(x, t)| 6 Ne−νt|x|. Hence,
Lemma 1.12 is applicable.

Remark 1.14. In the proofs of Lemma 1.12 and Corollary 1.13 we used only the
compactness of Y . Hence, these statements are also valid in the case when the
dynamical system (Y, T, σ) is not minimal.

§ 2. Bounded solutions of linear differential equations
in a Banach space with almost periodic coefficients

Let [E] be the Banach space of all bounded linear operators that act on a Banach
space E equipped with the operator norm. Let Λ be a complete metric space of
closed linear operators that act onE (for example, Λ = [E] orΛ = {A0 +B | B ∈ [E]},
where A0 is a closed operator that acts on E). Let C(R,Λ) be the space of all
continuous operator-valued functions A : R → Λ equipped with the compact-open
topology and let

(
C(R,Λ),R, σ

)
be the dynamical system of shifts on C(R,Λ).

2.1. Ordinary linear differential equations. Let Λ = [E] and consider the
differential equation

u̇ = A(t)u, (2.1)

where A ∈ C(R, [E]). Consider the H-class of equation (2.1), that is, the family of
equations

v̇ = B(t)v, (2.2)

with B ∈ H(A) = {Aτ | τ ∈ R}, Aτ (t) = A(t + τ), and t ∈ R, where the bar
denotes closure in C(R, [E]). Let ϕ(t, v,B) be the solution of equation (2.2) that
satisfies the condition ϕ(0, v,B) = v.

We put Y = H(A) and denote the dynamical system of shifts on H(A) by
(Y,R, σ). We put X = E × Y and define a dynamical system on X by setting

π
(
(v,B), t

)
=
(
ϕ(t, v,B),Bt

)
for all (v,B) ∈ E × Y and t ∈ R. Then 〈(X,R, π), (Y,R, σ), h〉 is a linear group
non-autonomous dynamical system, where h = pr2 : X → Y . Applying the results
of § 1 to this system, we obtain the following assertions.
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Lemma 2.1 [17], [18]. (i) The map (t, u,A) 7→ ϕ(t, u,A) of R×E × C(R, [E]) to
E is continuous, and

(ii) the map A 7→ U( · ,A) of C(R, [E]) to C(R, [E]) is continuous, where U(t,A)
is the Cauchy operator [19] of equation (2.1).

Theorem 2.2. Assume that A ∈ C(R, [E]) is recurrent (that is, H(A) is a compact
minimal set of (C(R, [E]),R, σ). Then the following conditions are equivalent :

(a) the set

B+ (B−,B) =

{
(v,B) ∈ E ×H(A)

∣∣∣∣ sup
t∈R+ (R−,R)

|ϕ(t, v,B)| < +∞
}

(2.3)

is closed in E ×H(A), and
(b) there is a positive number M such that

|ϕ(t, v,B)| 6M |v| (2.4)

for all t ∈ R+ (R−,R) and (v,B) ∈ B+ (B−,B).

Corollary 2.3. Let A ∈ C(R, [E]) be recurrent. Then the following assertions are
equivalent :

(i) all solutions of all equations (2.2) are bounded on R+ (R−,R), and
(ii) there is an M > 0 such that (2.4) is valid for all v ∈ E, B ∈ H(A), and

t ∈ R+ (R−,R).

Theorem 2.4. Assume thatA ∈ C(R, [E]) is recurrent, the linear non-autonomous
dynamical system generated by equation (2.1) is asymptotically compact, and all
solutions of all equations (2.2) are bounded on R+. Then

(i) there is an M > 0 such that (2.4) is valid for all t ∈ R+, v ∈ E and
B ∈ H(A),

(ii) the set B defined by formula (2.3) is closed in E ×H(A),
(iii) all solutions of all equations (2.2) bounded on R are recurrent,
(iv) for any B ∈ H(A) equation (2.2) has only a finite number nB of solutions

that are linearly independent and bounded on R, and nB = nA for all B ∈ H(A),
(v) for any v0 ∈ E and B ∈ H(A) there is a (v,B) ∈ B such that

lim
t→+∞

|ϕ(t, v0,B)− ϕ(t, v,B)| = 0,

that is, any solution of any equation (2.2) is asymptotically recurrent.

We now formulate some sufficient conditions for the asymptotical compactness
of the linear non-autonomous dynamical system generated by equation (2.1).

Theorem 2.5. Let A ∈ C(R, [E]), A(t) = A1(t)+A2(t) for all t ∈ R, and assume
that H(Ai), i = 1, 2, are compact and the following conditions hold.

(i) The zero solution of the equation

u̇ = A1(t)u (2.5)
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is uniformly asymptotically stable, that is, there are positive numbers N and ν such
that

‖U(t,A1)U
−1(τ,A1)‖ 6 Ne−ν(t−τ) (2.6)

for all t > τ (t, τ ∈ R), where U(t,A1) is the Cauchy operator of the equation
u̇ = A1(t)u.

(ii) The family of operators {A2(t) | t ∈ R+} is uniformly completely continuous,
that is, for any bounded set A ⊂ E the set {A2(t)A | t ∈ R+} is relatively compact.

Then the linear non-autonomous dynamical system generated by equation (2.1)
is asymptotically compact.

Proof. Let B ∈ H(A). Then there are {tn} ⊂ T and Bi ∈ H(Ai), i = 1, 2, such
that B(t) = B1(t) + B2(t) and Bi(t) = limn→+∞Ai(t+ tn). Note that

ϕ(t, v,B) = U(t,B1)v +

∫ t

0

U(t,B1)U
−1(τ,B1)B2(τ)ϕ(τ, v,B) dτ. (2.7)

By Lemma 2.1,

U(t,Bi) = lim
n→+∞

U(t,Aitn), Aitn(t) = Ai(t+ tn),

and the equality

U(t,A1tn)U−1(τ,A1tn) = U(t+ tn,A1)U
−1(τ + tn,A1)

and inequality (2.6) imply that

‖U(t,B1)U
−1(τ,B1)‖ 6 Ne−ν(t−τ) (2.8)

for all t > τ and B1 ∈ H(A1). By Lemma 1.12, Theorem 2.5 will be proved if we
can prove that the set{∫ t

0

U(t,B1)U
−1(τ,B1)B2(τ)ϕ(τ, v,B) dτ | (v,B) ∈ A

}
is relatively compact for every t > 0 and every bounded positively invariant set
A ⊆ E × Y . We put

KA = {B2(t)ϕ(t, v,B) | t ∈ R+, (v,B) ∈ A}.

Then∫ t

0

U(t,B1)U
−1(τ,B1)B2(τ)ϕ(τ, v,B) dτ

∈ t · conv
{
U(t,B1)U

−1(τ,B1)w
∣∣ 0 6 τ 6 t, B1 ∈ H(A1), w ∈ KA

}
. (2.9)

Since H(A1), H(A), and KA are compact sets, formula (2.9), condition (ii) of
Theorem 2.5, and Lemma 2.1 imply that U{U(t,B1)U

−1(τ,B1)w | 0 6 τ 6 t,
B1 ∈ H(A1), w ∈ KA} is compact, which completes the proof of the theorem.



Bounded solutions of linear almost periodic equations 593

Theorem 2.6. Let H(A) be compact and assume that there is a finite-dimensional
projection P ∈ [E] such that

(i) the family of projections {P (t) | t ∈ R}, where P (t) = U(t,A)PU−1(t,A), is
relatively compact in [E], and

(ii) there are positive numbers N and ν such that

‖U(t,A)QU−1(τ,A)‖ 6 Ne−ν(t−τ)

for all t > τ , where Q = I − P .
Then the linear non-autonomous dynamical system generated by equation (2.1)

is asymptotically compact.

Proof. Since the family of projections {P (t) | t ∈ R} is relatively compact, we
can assume that the sequence {P (tn)} converges. Let P (B) = limn→+∞ P (tn).

We claim that the family H = {P (t) | t ∈ R} is uniformly completely continuous,
where the bar denotes closure in [E]. Indeed, let A be a bounded subset of E,
{xn} ⊆ {QA | Q ∈ H}, and εn ↓ 0. Then there are tn ∈ R and vn ∈ A such
that ρ

(
xn, P (tn)vn

)
6 εn. Since the sequence {P (tn)} is relatively compact, we

can assume that it converges. Let L = limn→+∞ P (tn). Then L is completely
continuous, which implies that the sequence {x′n} = {Lvn} is relatively compact.
Note that

ρ(xn, x
′
n) 6 ρ

(
xn, P (tn)vn

)
+ ρ
(
P (tn)vn, Lvn

)
6 εn + ‖P (tn)− L‖ · |vn|,

which implies that ρ(xn, x
′
n)→ 0 as n→ +∞. Hence, {xn} is relatively compact.

Assume that B ∈ H(A) and {tn} ⊂ R are such that

B = lim
n→+∞

Atn , P (B) = lim
n→+∞

P (Atn),

where P (Atn) = U(tn,A)PU−1(tn,A). The assertions proved above imply that
the family {P (B) | B ∈ H(A)} is uniformly completely continuous. Note that
Q(B) = limn→+∞Q(Atn), where Q(B) = I − P (B) and Q(Atn) = I − P (Atn).
Moreover, condition (ii) of Theorem 2.6 implies that

‖U(t,Atn)Q(Atn)U−1(τ,Atn)‖ 6 Ne−ν(t−τ) (2.10)

for all t > τ . Passing to the limit in (2.10) as n→ +∞ and taking Lemma 2.1 into
account, we obtain that

‖U(t,B)Q(B)U−1(τ,B)‖ 6 Ne−ν(t−τ)

for all t > τ and B ∈ H(A). We complete the proof of the theorem by observing
that U(t,B)Q(B) + U(t,B)P (B) = U(t,B) and applying Lemma 1.12.

2.2. Linear functional-differential equations. Let r > 0, C([a, b],Rn)
be the Banach space of all continuous functions ϕ : [a, b] → Rn with the norm
sup. For [a, b] = [−r, 0] we put C = C([−r, 0],Rn). Let c ∈ R, a > 0,
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and u ∈ C
(
[c− r, c+ a],Rn

)
. We define ut ∈ C for any t ∈ [c, c+ a] by the relation

ut(θ) = u(t+ θ), −r 6 θ 6 0. Let A = A(C,Rn) be the Banach space of all linear
operators that act from C to Rn equipped with the operator norm, let C(R,A)
be the space of all operator-valued functions A : R → A with the compact-open
topology, and let

(
C(R,A),R, σ

)
be the dynamical system of shifts on C(R,A).

Let H(A) = {Aτ | τ ∈ R}, where Aτ is the shift of the operator-valued function A
by τ and the bar denotes closure in C(R,A).

Consider the linear functional-differential equation with delay

u̇ = A(t)ut (2.11)

along with the family of equations

v̇ = B(t)vt, (2.12)

where B ∈ H(A). Let ϕ(t, v,B) be the solution of equation (2.12) satisfying
the condition ϕ(0, v,B) = v and defined for all t > 0. Let Y = H(A) and
denote the dynamical system of shifts on H(A) by (Y,R, σ). Let X = C × Y
and let π = (ϕ, σ) be the dynamical system on X defined by the equality
π
(
(v,B), τ

)
=
(
ϕ(τ, v,B),Bτ

)
. The non-autonomous system 〈(X,R+, π), (Y,R, σ), h〉

(h = pr2 : X → Y ) is linear.

Lemma 2.7. Let H(A) be compact in C(R,A). Then the linear non-autonomous
dynamical system 〈(X,R+, π), (Y,R, σ), h〉 generated by equation (2.11) is com-
pletely continuous, that is, for any bounded set A ⊂ X there is an l = l(A) > 0
such that πlA is relatively compact.

This follows from general properties of solutions of linear functional-differential
equations with delay (see, for example, [12], Lemmas 2.2.3 and 3.6.1) since
Y = H(A) is compact.

Applying the results obtained in § 1 to the linear non-autonomous dynamical
system generated by equation (2.11), we obtain the following assertions.

Theorem 2.8. Let A ∈ C(R,A) be recurrent. Then the following conditions are
equivalent :

(i) all solutions of all equations (2.12) are bounded on R+,
(ii) there is a positive number M such that |ϕ(t, v,B)| 6 M |v| for all t > 0,

v ∈ C, and B ∈ H(A).

Theorem 2.9. Let A ∈ C(R,A) be recurrent, and assume that all solutions of all
equations (2.12) are bounded on R+. Then

(i) the set of all the solutions of all equations (2.12) that are bounded on R is
closed in C(R, C)×H(A),

(ii) all the solutions of all equations (2.12) that are bounded on R are recurrent,
(iii) for any B ∈ H(A) equation (2.12) has only a finite number nB of solutions

that are linearly independent and bounded on R, and nB = nA for all B ∈ H(A),
(iv) all solutions of all equations (2.12) are asymptotically recurrent.

Now consider the neutral functional-differential equation

d

dt
Dut = A(t)ut, (2.13)
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where A ∈ C(R,A) and the operator D ∈ A is atomic at zero [12], Russian p. 67.
Like (2.11), equation (2.13) generates a linear non-autonomous dynamical system
〈(X,R+, π), (Y,R, σ), h〉, where X = C × Y , Y = H(A), and π = (ϕ, σ).

Lemma 2.10. Let H(A) be compact, and assume that the operator D is stable,
that is, the zero solution of the homogeneous difference equation Dyt = 0 is uni-
formly asymptotically stable [12]. Then the linear non-autonomous dynamical sys-
tem 〈(X,R+, π), (Y,R, σ), h〉 generated by equation (2.13) is asymptotically compact.

This follows from Theorem 12.3.2 and Lemma 12.4.1 in [12], since Y = H(A) is
compact. Therefore, Theorems 2.8 and 2.9 hold for equations (2.13).

2.3. Linear partial differential equations. Consider the differential equa-
tion (2.1) with unbounded coefficients. Let A ∈ C(R,Λ), where Λ is a complete
metric space of linear closed operators that act on E (for example, Λ = {A0 + B |
B ∈ [E]}, where A0 is a closed operator that acts on E). Consider the H-class (2.2)
of equation (2.1), where B ∈ H(A). We assume that the following conditions are
fulfilled for equation (2.1) and its H-class:

(i) for any v ∈ E and B ∈ H(A) equation (2.2) has precisely one solution that is
defined on R+ and satisfies the condition ϕ(0, v,B) = v;

(ii) the map ϕ : (t, v,B)→ ϕ(t, v,B) is continuous in the topology of R+ × E ×
C(R,Λ);

(iii) for every t ∈ R+ the map U(t, ·) : H(A)→ [E] is continuous, where U(t,B)
is the Cauchy operator of equation (2.2), that is, U(t,B)v = ϕ(t, v,B) for all t ∈ R+

and v ∈ E.
Under the above assumptions equation (2.1) generates a linear non-autonomous

dynamical system to which the results obtained in § 1 can be applied. Therefore,
Theorems 2.2 and 2.4 hold in this case.

In conclusion we consider a partial differential equation that satisfies condi-
tions (i)–(iii).

Example 2.11. A closed linear operator A : D(A)→ E with dense domain D(A)
is said [20] to be sectorial if one can find a ϕ ∈ (0, π/2), an M > 1, and a real
number a such that the sector

Sa,ϕ = {λ | ϕ 6 | arg(λ− a)| 6 π, λ 6= a}

lies in the resolvent set ρ(A) of A and ‖(λ ·I−A)−1‖ 6M |λ−a|−1 for all λ ∈ Sa,ϕ.
An important class of sectorial operators is formed by elliptic operators [20], [21].

Consider the differential equation

u̇ = (A1 +A2(t))u, (2.14)

where A1 is a sectorial operator that does not depend on t ∈ R, and A2 ∈ C(R, [E]).
The results of [6], [20] imply that equation (2.14) satisfies conditions (i)–(iii). There-
fore, analogues of Theorems 2.2 and 2.4 hold for equation (2.14).

Remark 2.12. Statements similar to Theorems 2.2 and 2.4 hold for difference equa-
tions and can be deduced from the results of § 1 by applying these results to lin-
ear non-autonomous dynamical systems with discrete time generated by the corre-
sponding difference equations.
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§ 3. Finite-dimensional systems

Throughout this section we assume that the Banach space E is finite-dimensional
and its norm | · | is induced by the scalar product 〈 · , · 〉, that is, | · |2 = 〈 · , · 〉.
We propose several conditions for equations (0.1) in a finite-dimensional space that
are equivalent to the uniform bistability of the zero solution of equation (0.1), and
prove that the uniform Lyapunov stability of the zero solution of equation (0.1)
implies that there is a frame of solutions of equation (0.1) bounded on R whose
Gram determinant is separated from zero.

Let x1, . . . , xk be a set of vectors in E. Let us recall [22] that the Gram deter-
minant Γ(x1, . . . , xk) of the vectors x1, . . . , xk is defined to be the determinant
|〈xi, xj〉|ni,j=1. The Gram determinant of the vectors x1, . . . , xk is non-negative,
and equals zero only if the vectors x1, . . . , xk are linearly dependent.

Theorem 3.1. The following assertions are equivalent :
(i) there is an M > 0 such that (1.1) is valid for all t ∈ T and (x, y) ∈ B;
(ii) B is closed ;
(iii) B is a subbundle of F , that is, B is closed and there is a k such that dimBy=k

for all y ∈ Y ;
(iv) all the motions in F that are non-trivial and bounded on T are separated

from zero, that is, inf{|ϕ(t, x, y)| : t ∈ T} > 0 for any (x, y) ∈ B such that x 6= 0;
(v) one can find a y0 ∈ Y and a basis ξ1, . . . , ξk ∈ By0 such that

inf
t∈R

Γ(ξ1, . . . , ξk; t) = α > 0, (3.1)

where ξi = (xi, y0), i = 1, . . . , k, and Γ(ξ1, . . . , ξk; t) is the Gram determinant of
the vectors π(ξi, t) ∈ E × Y , i = 1, . . . , k.

Proof. Assertions (i) and (ii) are equivalent by Theorem 1.6. By Theorems 1.6
and 1.8, (ii) implies (iii) (the reverse implication is obvious). The equivalence of
conditions (iii) and (iv) follows from [16], Theorem 8.22.

Assume that (iv) is fulfilled, let y0 ∈ Y , and let ξ1, . . . , ξk ∈ By0 be a basis in By0 .
We claim that (3.1) holds. Assume the contrary. Then one can find a {tn} ⊂ T
such that |tn| → +∞ and Γ(ξ1, . . . , ξk; tn) → 0 as n → +∞. Since all non-zero
motions in F are separated from zero, Lemma 1.1 implies that ξ1, . . . , ξk and y
are jointly recurrent. Without loss of generality, we can assume that the sequences
{π(ξi, tn)}, i = 1, . . . , k, and {σ(y, tn)} are convergent.

Let

ηi = lim
n→+∞

π(ξi, tn), i = 1, . . . , k, q = lim
n→+∞

σ(y0, tn).

Then

Γ(η1, . . . , ηk) = lim
n→+∞

Γ
(
π(ξ1, tn), . . . , π(ξk, tn)

)
= 0.

Hence, η1, . . . , ηk are linearly dependent. Repeating the above argument, we deduce
from the last fact that ξ1, . . . , ξk are linearly dependent, which contradicts their
choice. Hence, (iv) implies (v).
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We claim that (v) implies (iv). First, we prove that for any q ∈ Y one can find
a basis η1, . . . , ηk such that Γ(η1, . . . , ηk; t) > α > 0. Indeed, since Y is minimal,
there is a sequence {tn} ⊂ T such that σ(y0, tn) → q. Since ξ1, . . . , ξk ∈ By0 ,
we can assume that the sequences {π(ξi, tn)}, i = 1, . . . , k, are convergent. Let
ηi = limn→+∞ π(ξi, tn). Then η1, . . . , ηk ∈ Bq and

Γ(η1, . . . , ηk; t) = lim
n→+∞

Γ(ξ1, . . . , ξk; t+ tn) (3.2)

for all t ∈ T . Therefore, η1, . . . , ηk are linearly independent. Hence, nq = dimBq >
ny0 = dimBy0 . Since Y is minimal, the reverse inequality also holds. Therefore,
nq = ny0 for all q ∈ Y . This implies that η1, . . . , ηk is a basis in Bq. Thus,
we have shown that for any q ∈ Y there is a basis η1, . . . , ηk in Bq that satisfies
condition (3.2). For any q ∈ Y and (x, q) ∈ Bq we have inf{|ϕ(t, x, q)| : t ∈ T} > 0.
Indeed, if we assume the contrary, then there are (x0, q) ∈ Bq, x0 6= 0, and
|tn| → +∞ such that

|ϕ(tn, x0, y)| → 0 (3.3)

as n→ +∞. Let η′1, . . . , η
′
k be a basis in Bq, and let η′1 = (x0, q). Then (3.3) implies

that
Γ(η′1tn, . . . , η

′
ktn)→ 0. (3.4)

Since η1, . . . , ηk and η′1, . . . , η
′
k are two bases in Bq, there is a non-degenerate lin-

ear transformation that transforms the first basis into the second, and vice versa.
Formula (3.4) implies that a similar relation holds for the basis η1, . . . , ηk, which
contradicts inequality (3.2). This contradiction completes the proof of the implica-
tion (v) ⇒ (iv). The theorem is proved.

Applying Theorem 3.1 to the linear non-autonomous dynamical system gener-
ated by equation (0.1), we obtain the following assertion.

Theorem 3.2. Let A ∈ C(R, [E]) be recurrent. Then the following conditions are
equivalent :

(a) the set B = {(u,B) ∈ E × H(A) | supt∈R |ϕ(t, u,B)| < +∞} is closed in
E ×H(A);

(b) there is a positive number M such that

|ϕ(t, u,B)| 6M |u| (3.5)

for all t ∈ R and (u,B) ∈ B;
(c) B is closed and all fibres BB have the same dimension, that is, all the equa-

tions (2.2) have the same number of solutions that are linearly independent and
bounded on R;

(d) all non-trivial solutions of all equations in the H-class (2.2) bounded on R
are separated from zero, that is,

inf
t∈R
|ϕ(t, u,B)| > 0 (3.6)

for all (u,B) ∈ B, u 6= 0;
(e) there is a basis ϕ1, . . . , ϕk (k = dimBA and BA = {(u,A) | (u,A) ∈ B})

that consists of solutions of equation (2.1) bounded on R and satisfies the condition
Γ(ϕ1, . . . , ϕk; t) > α > 0 for all t ∈ R, where Γ(ϕ1, . . . , ϕk; t) = |〈ϕi(t), ϕj(t)〉|ni,j=1

is the Gram determinant of ϕ1, . . . , ϕk.
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Corollary 3.3. Let A ∈ C(R, [E]) be recurrent. Then the following conditions are
equivalent :

(i) all solutions of all equations from the H-class (2.2) are bounded on R;
(ii) there is an M > 0 such that |ϕ(t, u,B)| 6M |u| for all t ∈ T and u ∈ E;
(iii) all non-zero solutions of all equations from the H-class (2.2) are bounded on

R and separated from zero, that is, (3.6) is valid for all (u,B) ∈ B such that u 6= 0;
(iv) there are positive numbers C and α such that ‖U(t,A)‖ 6 C for all t ∈ R

and inf{|detU(t,A)| : t ∈ R} = α, where U(t,A) is the Cauchy operator of equa-
tion (2.1).

This follows from Theorem 3.2, since Γ(ϕ1, . . . , ϕn; t) = |detU(t,A)|2, where
ϕ1, . . . , ϕn are the column-vectors of the matrix U(t,A).

Remark 3.4. The equivalence of conditions (i) and (ii) was established in [1], [2].
The implication (iv) ⇒ (i) sharpens a result in [2].

Theorem 3.5. Assume that all solutions of all equations from the H-class (2.2)
are bounded on R+. Then there is an M > 0 such that |ϕ(t, u,B)| 6 M |u| for all
t ∈ R and (u,B) ∈ B, that is, B is closed.

This follows from Theorems 1.6 and 1.10.
In conclusion we consider examples that illustrate the above results.

Example 3.6. Let a ∈ C(R,R) be the Bohr almost periodic function defined by
the equality

a(t) =
∞∑
k=0

1

(2k + 1)3/2
sin

t

2k + 1
, (3.7)

and let

h(t) =

∫ t

0

a(s) ds =
∞∑
k=0

2

(2k + 1)1/2
sin2 t

2(2k + 1)
.

Note that a(t + tn) → −a(t) uniformly on R, where tn = π(2n + 1)!!. Therefore,

−a ∈ H(a) = {aτ | τ ∈ R}. Using the inequality | sin t| > 1
2 |t| with |t| 6 1, we

obtain that

h(t) =
∞∑
k=0

2

(2k + 1)1/2
sin2 t

2(2k + 1)
>

∑
k> 1

2 ( |t|2 −1)

t2

8
· 1

(2k + 1)5/2

=
t2

8

∫
1
2(
|t|
2 −1)

ds

(2s+ 1)5/2
=

t223/2

24|t|3/2 =
1

6
√

2
|t|1/2 → +∞

as |t| → +∞. This implies that the moduli of all non-zero solutions of the equation

ẋ = a(t)x (3.8)

tend to +∞ as |t| → +∞, whereas those of the equation

ẏ = b(t)y, (3.9)

with b = −a ∈ H(a) tend to zero.
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The above example is a slight modification of the well-known example of Favard
(see [23] or [24], p. 435). Our case differs from Favard’s example in that the solutions
of equation (3.9) are not only bounded on R, but they tend to zero as |t| → +∞.
Thus, a non-zero solution of equation (3.9) is asymptotically stable, but the zero
solution of equation (3.8) is not, even though a ∈ H(b).

Example 3.7. Let a ∈ C(R,R) be the Bohr almost periodic function defined by
the equality

a(t) =
∞∑
k=0

1

(2k + 1)3/2
cos

t

2k + 1
, (3.10)

and let

h(t) =

∫ t

0

a(s) ds =
∞∑
k=0

1

(2k + 1)1/2
sin

t

(2k + 1)
.

Then
(i) hn → h uniformly on any line segment [−l, l], l > 0, where

hn(t) =
n∑
k=0

1

(2k + 1)1/2
sin

t

2k + 1
;

(ii) hn(t+ tn) = −hn(t) for all t ∈ R, where tn = π(2n+ 1)!!;
(iii) if Mn = max{hn(t) : t ∈ [0, 2tn]} and τn ∈ [0, 2tn] is such that hn(τn) = Mn,

then Mn >
∑n
k=0(2k + 1)−1/2 → +∞ as n→ +∞;

(iv) since sinx > 0 for x ∈ [0, 1], we have sin t
2k+1 > 0 for n > n(t) =

[
t−1

2

]
+ 1,

and h(t) > hn(t) for all n > n(t) and t ∈ R, and therefore, sup{h(t) : t ∈ R+} =
+∞.

Consider the differential equation (3.8), where a is defined by formula (3.10).
Assertions (i)–(iv) imply that all non-zero solutions are unbounded on R and

inft∈R |ϕ(t, x, a)| = 0, where ϕ(t, x, a) = x exp
∫ t

0 a(s) ds.

Example 3.8. Assume that a ∈ C(R,R) is defined by the formula a(t) =
−1 + sin 3

√
t, t ∈ R. For equation (3.8) the sets

B+ = {(x, b) | x ∈ R, b ∈ H(a)} = R×H(a),

B = {(0, b) | b ∈ H(a)} ∪ {(x, θ) | x ∈ R},

where θ ∈ C(R,R) is the function identically equal to zero, are closed. Thus, the
recurrence of A in Theorem 3.2 (Theorem 3.5) is a sufficient condition, but this
condition is not necessary.
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