THE RELATIONSHIP BETWEEN PULLBACK, FORWARD AND
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ABSTRACT. Various types of attractors are considered and compared for non-
autonomous dynamical systems involving a cocycle state space mapping that
is driven by an autonomous dynamical system on a compact metric space. In
particular, conditions are given for a uniform pullback attractor of the cocycle
mapping to form a global attractor of the associated autonomous skew—product
semi—dynamical system. The results are illustrated with several examples that
are generated by differential equations on a Banach space with a uniformly
dissiptative structure induced by a montone operator.

1. INTRODUCTION

Nonautonomous dynamical systems can often be formulated in terms of a cocy-
cle mapping for the dynamics in the state space that is driven by an autonomous
dynamical system in what is called a parameter space. Traditionally the driv-
ing system is topological and the resulting cartesian product system forms an au-
tonomous semi-dynamical system that is known as a skew—product flow. Results
on global attractors for autonomous semi—dynamical systems can thus be adapted
to such nonautonomous dynamical systems via the associated skew—product flow
[4, 6, 7, 10, 12, 20, 30, 34].

Recent developments in random dynamical systems give rise to non-autonomous
dynamical systems for which the driving autonomous system is measure theoretic
rather than topological. A new type of attractor, called a pullback attractor,
was proposed and investigated for nonautonomous or these random dynami-
cal systems [11, 13, 17, 26, 27]. Essentially, it consists of a parametrized family of
nonempty compact subsets of the state space that are mapped onto each other by
the cocycle mapping as the parameter is changed by the underlying driving sys-
tem. Pull back attraction describing this attractors to a component subset for
a fixed parameter value is achieved by starting progressively earlier in time, that
is, at parameter values that are carried forward to the fixed value. The deeper
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reason for this procedure is that a cocycle can be interpreted as a map-
ping between the fibers of a fiber bundle where the image fiber is fixed.
(The kernels of a global attractor of the skew—product flows considered in [12] are
very similar). This differs from the more conventional forward convergence where
the parameter value of the limiting object also evolves with time, in which case the
parametrized family could be called a forward attractor.

Pullback attractors and forward attractors can, of course, be defined for nonau-
tonomous dynamical systems with a topological driving system [22, 23, 24]. In
fact, when the driving system is the shift operator on the real line, forward at-
traction to a time varying solution, say, is the same as the attraction in Lyapunov
asymptotic stability. The situation of a compact parameter space is dynamically
more interesting as the associated skew—product flow may then have a global at-
tractor. The relationship between the global attractor of the skew—product system
and the pullback and forward attractors of the cocycle system is investigated in
this paper. We also note that forward attractors are stronger than global
attractors if we suppose a compact set of nonautonomous perturbations.
An example is presented in which the cartesian product of the component subsets
of a pullback attractor is not a global attractor of the skew—product flow. This set
is, however, is a maximal compact invariant subset of the skew—product flow. By
a generalization of some stability results of Zubov [35] it is asymptotically stable.
Thus a pullback attractor always generates a local attractor of the skew—product
system, but this need not be a global attractor. If, however, the pullback attrac-
tor generates a global attractor in the skew—product flow and if, in addition, its
component subsets depend lower continuously on the parameter, then the pullback
attractor is also a forward attractor.

Several examples illustrating these results are presented in the final section.

Peter, please emphasize in the introduction the meaning of compact sets P

2. NONAUTONOMOUS DYNAMICAL SYSTEMS AND THEIR ATTRACTORS

A general nonautonomous dynamical system is defined here in terms of a cocycle
mapping ¢ on a state space U that is driven by an autonomous dynamical system
o acting on a base space P, which will be called the parameter space. In particular,
let (U, dy) be a complete metric space, let (P, dp) be a compact metric space and let
T, the time set, be either R or Z. Peter, say same word here about our Towards...
article. I have not understood exatly what the referee I want.

An autonomous dynamical system (P, T, o) on P consists of a continuous mapping
o :Tx P — P for which the o, = o(t,") : P — P, t € T, form a group of
homeomorphisms on P under composition over T, that is, satisfy

oo = idp, Otyr = 0100,

for all t, 7 € T. In addition, a continuous mapping ¢ : Tt x U x P — U is called
a cocycle with respect to an autonomous dynamical system (P, T, o) if it satisfies

#(0,u,p) = u, d(t+ 7,u,p) = ¢(t, ¢(7,u,p),0.p)



forall t, 7 € TT and (u,p) € U x P.

Definition 2.1. The triple (U, ¢, (P, T, o)) is called a nonautonomous or cocycle
dynamical system on the state space U.

Let (X,dx) be the cartesian product of (U,dy) and (P,dp). Then the mapping 7
: Tt x X — X defined by

ﬂ-(ta (U,p)) = (¢(ta uap)v O'tp)
forms a semi-group on X over T+ [29].

Definition 2.2. The autonomous semi-dynamical system (X, T+, 7) = (Ux P, T,
(¢,0)) is called the skew—product dynamical system associated with the cocycle dy-
namical system (U, ¢, (P, T,o)).

For example, let U be a Banach space and let the space C = C(R x U,U) of
continuous functions f : R x U — U be equipped with the compact open topology.
Consider the autonomous dynamical system (C,R, o), where o is the shift operator
on C defined by o f(-,-) := f(-+¢,-) for all t € T. Let P be the hull H(f) of a
given functions f € C, that is,

P=H(f) = J{C+6)
teR
and denote the restriction of (C,R,0) to P by (P,R,0). Let F: P x U — U be
the continuous mapping defined by F(p,u) := p(0,u) for p € P and u € U. Then,
under appropriate restrictions on the given function f € C' (see Sell [29]) defining
P, the differential equation

(1) u = p(t,u) = F(owp,u)

generates a nonautonomous dynamical system (U, ¢, (P,R,0)), where ¢(t,p,u) is
the solution of (1) with the initial value u at time ¢t = 0.

Let disty denote the Hausdorff distance (semi—metric) between two nonempty sets
of a metric space (Y,dy), that is,
disty (A, B) = sup inf dy (A4, B),
acEA beB
and let D(U) be either D.(U) or Dy(U), classes of sets containing either the
compact subsets or the bounded subsets of the metric space (U,dy).

The definition of a global attractor for an autonomous semi-dynamical system
(X, T+, ) is well known. Specifically, a nonempty compact subset A of X which
is m-invariant, that is, satisfies

(2) n(t,A)=A forallteTT,
is called a global attractor for (X, TT, ) with respect to D(X) if
(3) tlim distx (7 (¢, D), A) =0

— 00

for every D € D(X). Conditions for the existence of such global attractors and
examples can be found in [2, 7, 19, 33, 34]. Of course, semi—dynamical systems
need not be a skew—product systems, but when they are, the following definition
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will be used.

Suppose that the skew—product dynamical system (X, T+, 7) = (Ux P, T,
(¢,0)) has a global attractor A. Then we will call the set A the global
attractor with respect to D(U) of the associated nonautonomous dynam-

ical system (U, ¢, (P, T,o)).

Note since P is compact it is sufficient and necessary to study the con-
vergence 3 for sets D x P C X, D € D(U).

Definition 2.3. The global attractor .A with respect to D(U) of the skew--product]]
dynamical system (X,T",7) = (UxP,T*, (¢,0)) will be called the globall
attractor with respect to D(U) of the associated nonautonomous dynamicall]
system (U, ¢, (P, T,0)).

Other types of attractors, in particular pullback attractors, that consist of a family
of nonempty compact subsets of the state space of the cocycle mapping have been
proposed for nonautonomous or random dynamical systems [13, 14, 24, 27, 31].
The main task of this article is to investigate connections of different
types of attractors.

Definition 2.4. Let A = {A(p)}pep be a family of nonempty compact sets of U
for which \U,cp A(p) is pre-compact and let A be ¢—invariant with respect to a
nonautonomous dynamical system (U, ¢, (P, T,0)), that is, satisfies

(4) o(t, A(p),p) = A(owp) forallt € TT, p e P.
The family A is called a pullback attractor of (U, ¢, (P, T, o)) with respect to D(U)
if
() Jim disty (6(t, D, 0-p), A(p)) = 0
for any D € D(U) and p € P, or a uniform pullback attractor if the convergence
(5) is uniform in p € P, that is, if

lim sup disty (¢(t, D, 0_p), A(p)) = 0.

t—o0 pEP

The family A is called a forward attractor if the forward convergence
tlim disty (¢(t, D, p), A(owp)) =0
— 00

holds instead of the pullback convergence (5), or a uniform forward attractor if this
forward convergence is uniform in p € P, that is, if

lim sup disto (¢(t, D, p), A(o:p)) = 0.
t—o0 peEP

It follows directly from the definition that a pullback attractor is unique. Obviously,
any uniform pullback attractor is also a uniform forward attractor, and vice versa.

If A is a forward attractor for the nonautonomous dynamical system (U, ¢, (P, T, J)}l
then ([7] Lemma 4.2) the subset

(6) A= (Ap) x {p})

of X is the global attractor for the skew—product dynamical system (X, T+, 7). A
weaker result holds when A is a pullback attractor. The inverse property is not



true in general. Since the global attractor is unique so is the forward
attractor.

Although we could formulate for weaker assumptions we will restrict
ourselves to the case that |J,cp A(p) is compact and D(U) consists of
compact sets.

Our considerations can be embedded into the more general theory of
pullback attractors with a domain of attraction D consisting of family of
sets D = {D(p)}pep such that |J,.p D(p) is pre-compact in U, see [31].

The following existence result for pull back and attractors is adapted from
[14, 21].

Theorem 2.5. Let (U, ¢, (P, T,0)), with P compact be a nonautonomous dynam-
ical system and suppose that there exists a family of nonempty sets C = {C(p)}pep,
UpeP C(p) pre-compact such that

tlim disty (¢(t, D,0_p),C(p)) =0
for any bounded subset D of U and any p € P. Then there exists a pullback
attractor.

I took here only compact sets because David proposed to restrict ourselves to com-
pact sets.

A related result is given by Theorem 4.3.4 in [7]: if the skew—product system
(X, T+, 7) has a global attractor A, then the nonautonomous dynamical system
(U, ¢, (P, T,0)) has a pullback attractor. The proof is based on the fact that the
identical sets C(p) = pry.A satisfy the assumptions of the previous theorem.

Alternatively, conditions can be given on the nonautonomous dynamical system to
ensure the existence of a global attractor of the associated skew—product system.
The following theorem is from [7].

Theorem 2.6. Let (U, ¢, (P, T,0)), P compact, be a nonautonomous dynamical
system for which

(i) ¢ is asymptotically compact, that is, for every bounded positive invariant set D
and p € P, there exists a compact set C' such that

Jlim disty (¢(, D, p),C) =0,

David do we need this if we restrict ourselves to D(U)= copact sets. (ii) there
exists a bounded set By that absorbs bounded subsets, that is, for every p € P and
D € Dy(U) there exists a T, p > 0 such that

o(t,D,p) C By forallt > T, p.

Then the skew-product system (X, T+, ) has a unique global attractor that attracts-
sets from Dy(U).
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We now continue to derive properties of pullback attractors an skew—
product dynamical systems.

Lemma 2.7. If Aisa pullback attractor of a nonautonomous dynamical system
(U, ¢, (P, T,0)), where P is compact, then the subset A of X defined by (6) is the
mazximal T-invariant compact set of the associated skew—product dynamical system

(X, T+, m).

Proof. The m-invariance follows from the ¢-invariance of A via
ﬂ-(taA) = U (¢(ta A(p)7p)a Utp) = U (A(Utp)a Utp) = A

peP peP
Now A C U,ep A(p) x P, where P is compact and (J,cp 4
A is pre-compact. Hence B := A is compact, from which it follows that

B(p) :=={u: (u,p) € B}

is a compact set in U for each p € P and that the set

U B(p) C pry B
peP

(p) is pre—compact, so

is pre—compact. On the other hand, B is m-invariant since
7(t,B) =7(t,A) =7(t,A) = A=B

for the continuous mapping = (t,-). In addition, ¢(t, B(p),p) = B(op) holds, that
is, the B(p) are ¢-invariant, since

w(t,B) = U (¢(t, B(p),p),otp) = B = U (otp), otp)
pEP pEP
and o;p = oyp implies that p = p for the homeomorphism ;. The construction
shows B(p) D A(p). By the ¢-invariance of the B(p) and the pullback attraction
property it follows then that B(p) = A(p) such that A = B.. Hence A is
compact.

To prove that the compact invariant set A is maximal, let A be any other com-
pact invariant set the of skew—product dynamical system (X,T", 7). Then A =
{A'(p)}pep is a family of compact ¢-invariant subsets of U and by pullback attrac-
tion

diStU(A/ (p)7 A(p)) diStU(¢(t7 A/ (U*tp)v U*tp)v A(p))

< disty(o(t, K,0-4p), A(p)) — 0
as t — 400, where K = J,p A'(p) is compact. Hence A'(p) C A(p) for every
pE P, ie. A c A, which means A is maximal for (X, T, 7). O

A set valued mapping M = {M(p)},ep for M(p) € U is called is upper
semi—continuous if

lim dx(M(p), M(pg)) =0 for any py € P.

p—Po

We call such a set valued mapping lower sem—continuous if
lim dx(M(po), M(p)) =0 for any py € P.
p—Po



M is called continuous if it is both upper and lower semi—continuous.
M is upper semi—continuous if and only if the graph of is closed in U x P.
add a reference It follows straightforwardly from Lemma 2.7:

Corollary 2.8. The set valued mapping p — A(p) formed with the components

sets of a pullback attractor A = {A(p)}pepr of a nonautonomous dynamical system
(U, ¢, (P,T,0)) where P is compact is upper semi—continuous.

The following example shows that, in general, a pullback attractor need not also
be a forward attractor nor form a global attractor of the associated skew—product
dynamical system.

An example. Let f be the function on R defined by

2
f(t):_<11_|_—i_tt2) ) tGR,

and let (P, R, o) be the autonomous dynamical system P = H(f), the hull of f in
C(R,R), with the shift operator . Note that

P=H(f)= J{f(+m}u{o}.

heR

Finally, let E be the evaluation functional on C(R,R), that is E(p) = p(0) € R.

Lemma 2.9. The functional

v(p) =— /OOC e "E(o-p)dr = — /Ooo e "p(r)dr

is well defined and continuous on P, and the function of t € R given by

1
oo . p= O'hf
Yowp) = *‘J/ e Tp(r)dr = LH(E+h)
t 0 : p=0

is the unique solution of the differential equation
¥ =x+ E(op) =z +p(t)
that exists and is bounded for all t € R.

The proof is by straightforward calculation, so will be omitted.

Consider now the nonautonomous differential equation

(7) u' = g(Ut(p),u),
where
—u — E(p)u? D 0<uy(p) <1, p#0
su):=< __1_ E@)Y . u
9(p,u) ) <1+ v(p)) : 1<uy(p),p#0

—U : 0<u, p=0
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It is easily seen that this equation has a unique solution passing through any point
u € U = RT at time ¢t = 0 defined on R. These solutions define a cocycle mapping

o : 0<u, <1, 0
A= urp) Fur(op) S S=h R
] t,ug, p) = 1 1 : 1 < 0
( ) ¢( 0 p) ug + ’Y(O'tp> ,Y(p) Uo ’Y(p)a p 7&
e~ tug : 0<uy, p=0

According to the construction, the cocycle mapping ¢ admits as its only invariant
sets A(p) = {0} for p € P. To see that the A(p) = {0} form a pullback attractor,
observe that check whether the following formula is o.k.

Yo :0<u <1, 0
e'(1 — upy(o—ep)) + uoy(p) Sunp) <L p#
¢t,u,0_p: +L—# : 1< N 0
(8,0, 01p) YT N p) T A(o—p) uoy(p), p #
e~ tug : 0<ug, p=0

In particular, note that t — (oyp)~! is a solution of the differential equation (7).
Since y(o_p) ! tends to +oo subexponentially fast for t — oo, it follows that

1
¢(t7 u, U—tp) S §L 67%15

for any u € [0, L] for any L > 0 and p € P provided ¢ is sufficiently large. Conse-

quently A = {A(p)}pep with A(p) = {0} for all p € P is a pullback attractor for
¢. In view of (8), the stable set W*(A) := {z € X| . liin distx (mtz, A) = 0} of A,

that is, the set of all points in X that are attracted to A by =, is given by
W (A) = {(w,p): pe P,u>0,ur(p) <1} £ X.

Hence the cocycle mapping ¢ in this example admits a pullback attractor that is
neither a forward attractor for ¢ nor a global attractor of the associated skew-—
product flow.

Other examples for different kinds of attractors are given by Scheutzow [28] for
random dynamical systems generated by one dimensional stochastic differential
equations. However, these considerations are based on the theory of Markov pro-
cesses.

2.1. Existence of pullback attractors. Pullback attractors for a different]]
class of dynamical systems (T, P,0) have been considered in [1, 14, 13,|]

17, 21, 27], which are all concerned with random dynamical systems that]]
involve a measurable rather than topological driving system (T,P,o0). Tolj
handle the nonuniformities that are ubigitous in such systems, the pullbackii
attraction (5) was generalised in [17] to be respect to a prescribed family]}
of p--dependent of sets D = {D(p)},cp, namely

Jim dist (¢(t, D(o—sp), 0-p), A(p)) = 0.

The family of sets D does not have to be untformly bounded here. To

apply general results on existence and uniqueness to the topological,|j

in particular compact, dynamical systems under consideration in the presentfi
paper, convergence with respect to families D = {D(p)},ep for which J,.p D(p)j}



is bounded or pre--compact in U could be investigated. That would, however,|}
be equivalent to convergence for p--independent sets D which are bounded]]

or pre-—compact, so nothing new would be gained. Sufficient conditions|
ensuring the existence of pullback attractors can be found in the referencesfi
above.

3. ASYMPTOTIC STABILITY IN a-CONDENSING SEMI-DYNAMICAL SYSTEMS

To continue to investigate general relations between pull back attractors
and skew—product flows we have to derive some results from the general
stability theory. We start with some definitions.
Let (X, TT,7) be a semi—dynamical system. The w—limit set of a set M is
defined to be

w(M) = () [~ M).

T>0t>T

A set M is called Lyapunov stable if for any ¢ > 0 there exists an § =0
such that 7(Us(M)) C U.(U) for t > 0. M is called a local attractor if there
exists a neighborhood U(M) of M such that U(M) C W¥(M). A set M
which is Lyapunov stable and a local attractor is called asymptotically
stable. Note that any asymptotically stable compact set M also attracts
compact sets contained in U(M).
Recall that a m—invariant compact set M is said to be locally mazimal if there
exists a number § > 0 such that any m—invariant compact set contained in the open
d-neighborhood Us(M) of M is in fact contained in M. In addition, a mapping
v*: T — X is called an entire trajectory through x of the semi—dynamical system
(X, T, m) if

7(t,y* (1)) =~7*(t+71) foralltc T, 7 €T, v*(0) = z.
Finally, the alpha limit set of an entire trajectory * is defined by
ap={yeX: In, - —00,7 (™) — ¥y}

Let a be a measure of noncompactness on the bounded subsets of a complete
metric space (Y, dy) ([19], Pages 13 ff.). Then a(AU B) = max(a(A), a(B)) for all
nonempty bounded subsets A and B with a(A4) = 0 whenever A is pre-compact.
An example is the Kuratowski measure of noncompactness defined by

a(A) =inf{d: A has a finite cover of diameter < d}.

An autonomous semi-dynamical system (X, T, r) is called a—condensing if 7(t, B)
is bounded and
a(m(t,B)) < a(B)

for all ¢ > 0 for any bounded set B of X with a(B) > 0. Remark. In the
book [19] there are the a lot class of dynamical systems wich possesse
with property. For example: every d.s. on the finite-dimensional space,
every d.s. with compact 7'(t > 0) or 7' = m(t) + r(t)(m(t); X — X is
compact fo every ¢t > 0 and r(t)x — 0 as t — +oo uniformly w.r.t. = on
every bounded set X).
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Theorem 3.1. Let M be a locally mazimal compact set for an a-condensing semi—
dynamical system (X, T+ ). Then M is Lyapunov stable if and only if there exists
a d > 0 such that

- NM=10

for any entire trajectory ¥* through any x € Us(M)\ M.

Proof. A proof of the necessity direction was given by Zubov in [35] Theorem
7 for a locally compact space X. This proof remains also true for a non lo-
cally compact space under consideration here.Really, let M be a compact
invariant set for (X,T* m) stable in the positive direction. If we sup-
pose that this assertion is not true, then there exist © ¢ M, and
Tn — —oo such that p(v*(7,),M) — 0 as n — co. Let 0 < ¢ < p(z, M)
and §(¢) > 0 the corresponding positive number from stability of set
M, then for sufficiently large n we have p(y*(7,), M) < d(¢) and, conse-
quently, p(7'y*(1,), M) < ¢ for all t > 0. In particulary for t = —7,, we
have p(z, M) = p(r~™~%(7,),M) < €. The obtained contradiction prove
our assertion.

David, add a short proof, or some arguments for the proof

For the sufficiency direction, consider first the case TT = Z* and let Us, (M) be a
neighborhood such that M is locally maximal in Us,(M). Suppose that M is not
Lyapunov stable, but that the other condition of the theorem holds. Then there
exist an g9 > 0 and sequences 6, — 0, x, € Us, (M), k, — oo such that w(k,z,)
€ Ugy(M) for 0 < k < kp, — 1 and w(kp,2n) € Uy (M). This ¢ has to be chosen
sufficiently small such that

distx (7(1, Uz, (M), M) < %O.

Define A = {z,} and B = Upen{m(k,2,)[0 < k < k, —1}. Then a(A) = 0 since
A is pre-compact. In addition, 7(1, B) C Us,(M), so m(1, B) is bounded. Suppose
that B is not pre—compact, so a(B) > 0. It follows by the properties of the measure
of noncompactness for the non pre—compact set B that

a(B) = a(AUn(1,B)N B) < max(a(A),n(1,B)) = a(n(1,B)) < a(B)

which is a contradiction. This shows that B is pre-compact. Now 7% is an entire
trajectory of the discrete-time semi-dynamical system above with 5%(0) = & and
3%(Z~) C B. Thus the alpha limit set a5z is nonempty, compact and invariant. In
addition, a5z C U, (M), hence sz C M because M is a locally maximal invariant
compact set. On the other hand, 5%(0) = & € U, (M) \ M, so ase N M = () holds
by the assumptions. This contradiction proves the sufficiency of the condition in
the discrete-time case.

Now let TT = R* and suppose that a,= N M = () where z ¢ M holds for the
continuous—time system. Then it also holds for the restricted discrete—time system
generated by m; := (1, -) because any entire trajectory v* of the restricted discrete—
time system can be extended to an entire trajectory of the continuous—time system
via

¥ (t) = w(r,7v%(n)), ne€Z, t=n+7, 0<7T<L
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Consequently, the set M is Lyapunov stable with respect to the restricted discrete—
time dynamical system generated by ;. Since M is compact, for every € > 0 there
exists a p > 0 such that

dx(n(t,xz),M) <e forallte|0,1], zecU,(M).
In view of the first part of the proof above, there is a § > 0 such that
dx(m(n,z), M) < min(u,e) for x € Us(M) forn € Z*.

The Lyapunov stability of M for the continuous dynamical system (X, R™, ) then
follows from the semi—group property of 7. O

The next lemma will be needed to formulate the second main theorem of this section.
Asymptotical stability here means (locally) Lyapunov stability and attracting.l]

Lemma 3.2. Let M be a compact subset of X that is positively invariant for a
semi—dynamical system (X, T w). Then M is asymptotically stable if and only if
w(M) is locally mazimal and asymptotically stable.

Proof. Suppose that M is asymptotically stable. Then there exists a closed posi-
tively invariant bounded neighborhood C' of M contained in its stable set W?*(M).
The mapping 7 can be restricted to the complete metric space (C,dx) to form a
semi-dynamical system (C,TT, 7). Since M is a locally attracting set it attracts
compact subsets of C'. The assertion then follows by Theorems 2.4.2 and 3.4.2 in
[19] because w(M) = (,cpy 7(t, M).

Suppose instead that w(M) is asymptotically stable and locally maximal. Since M
is compact, w(M) = (,5 7(t, M). Hence there exist > 0 and 7 € T such that

(1, M) C Uy(w(M)) C W*(w(M)).

Now 7 1(7,U,(w(M))), where 7~1 denotes the pre-image of n(r,-) for fixed 7, is
an open neighborhood of M and n (7,7~ (7, U,)(w(M))) C W#*(w(M)). Hence for
any z € 71 (1,U,(w(M))) C W*(w(M)) we have that 7(t,z) tends to w(M) as t
— 00, from which it follows that (¢, z) also tends to M because M D w(M).

Then, if M were not Lyapunov stable, there would exist ¢g > 0, d,, — 0, x,, €
Us, (M) and t, — oo such that

(9) distx (7 (tn, xn), M) > €o.

For sufficiently large no, the set {z,,},~,, would then be contained in the pre-image
7 1(1,U,(w(M))). Since M is compact, so is the set {Zn},>n,- This set would
thus be attracted by w(M) C M, which contradicts (9) . O

Lemma 3.3. Let M be a compact subset of X that is a positively invariant set for
an asymptotically compact semi—dynamical system (X, T+ m). Then the set M is
asymptotically stable if and only if w(M) is locally mazimal and Lyapunov stable.
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Proof. The necessity follows by Lemma 3.2. Suppose instead that w(M) is locally
maximal and Lyapunov stable; it is automatically m—invariant since it is an omega
limit set. Then for any ¢ > 0 there exists a § > 0 such that

7(t, Us(w(M))) € Uc(w(M))  for all t > 0.

By the assumption of asymptotical compactness, w(Us(w(M))) is nonempty and
compact with
lim distx (7 (¢, Us(w(M))),w(Us(w(M)))) =0

t—oo

(see [19] Corollary 2.2.4.). Since w(M) is locally maximal, w(Us(w(M))) C w(M)
for sufficiently small 6 > 0, which means that w(M) is asymptotically stable. The
conclusion then follows by Lemma 3.2. |

Corollary 3.4. Let (X, TT,m) be asymptotically compact and let M be a compact
w—invariant set. Then M is asymptotically stable if and only if M is locally mazximal
and Lyapunov stable.

Indeed, M = w(M) here, so just apply Lemma 3.3.

The next theorem is a generalization to infinite dimensional spaces and a-condensing
systems of Theorem 8 of Zubov [35] characterizing the asymptotic stability of a
compact set.

Theorem 3.5. Let (X, TT,7) be an a-condensing semi—dynamical system and let
M C X be a compact invariant set. Then the set M is asymptotically stable if and
only if

(i) M is locally mazimal, and

(it) there exists a § > 0 such that o,e N M = 0 for any entire trajectory ~v* through
any v € Us(M)\ M.

Proof. By Lemma 2.3.5 in [19] any a-condensing semi—dynamical system is asymp-
totically compact, so the assertion follows easily from Theorem 3.1 and Corollary
3.4. O

A cocycle mapping ¢ of a nonautonomous dynamical system (U, ¢, (P, T, o)) will
be called a-condensing if the set ¢(¢, B, P) is bounded and

a(¢(t, B, P)) < a(B)
for all t > 0 for any bounded subset B of U with a(B) > 0.

Lemma 3.6. Suppose that the cocycle mapping ¢ of a nonautonomous dynamical
system (U, ¢, (P, T,0)) is a-condensing. Then the mapping 7 of the associated
skew—product flow (P, T,o) is also a-condensing.

Proof. Let M =J,cp(M(p) x {p}) be a bounded set in X. Then M can be covered

by finitely many balls M; C X, i =1, ---, n, of largest radius a(M) + ¢ for an
arbitrary € > 0. The sets pryM; C U, i =1, ---, n, cover pry M. The sets M, are
balls so a(pryM;) = a(M;) < a(M) + e fori =1, ---, n. It is easily seen that

w(t, M) = [ {x(t, (M(p),p)} = |J{(&(t, M(p),p),0:p)} C 6(t,pr; M, P) x P.

peP peEP
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Since ¢ is a-condensing, the set ¢(t, pry M, P) is bounded. Hence

(10) a(n(t,M)) < a(¢(t,pr;M,P) x P)
< a(p(t,pry M, P)) < a(pryM) < a(M) for each t > 0.

The second inequality above is true by the compactness of P. Indeed, P can be
covered by finitely many open balls P; of arbitrarily small radius. Hence

a(d)(t,prlM, P) X P) S maxa(¢(t7pr1M7 P) X Pl) S a(¢(tapr1Mv P)) +e

for arbitrarily small € > 0. The conclusion of the Lemma follows by (10). O

4. UNIFORM PULLBACK ATTRACTORS AND GLOBAL ATTRACTORS

It was seen earlier that the set Upep(A(p) x {p}) C X which was defined in terms
of the pullback attractor A = {A(p)}pep of a nonautonomous dynamical system
(U, ¢, (P, T,0)) is the maximal m-invariant compact subset of the associated skew—
product system (X, TY, 7), but need not be a global attractor. However, this set is
always a local attractor under the additional assumption that the cocycle mapping
¢ is a-condensing.

Theorem 4.1. Let (U,¢,(P,T,0)), P compact, be an a-condensing dynamical
system with a pullback attractor A = {A(p)}pep and define A = Upep(A(p) x {p}).
The n

(i) The a-limit set oy= of any entire trajectory v* passing through x € X \ A is
empty.

(ii) A is asymptotically stable with respect to .

Proof. Suppose that there exists an entire trajectory v* through = (u,p) € X \
A such that a= # (. Then there exists a subsequence —7, — oo such that
7*(7n) converges to a point in cy=. The set K = pry{J, oy 7*(7,) is compact since
Unen 7%(7n) is compact. Also A = {A(p) }pep is a pullback attractor, so

lim disty (¢(—7n, K, 0+, p), A(p)) =0

from which it follows that u € A(p). Hence (u,p) € A, which is a contradiction.
This proves the first assertion.

By Lemma 3.6 (X, T™,7) is a-condensing. According to Lemma 2.7 A is a maximal
compact invariant set of (X, T™, ) since Aisa pullback attractor of the cocycle ¢.
The second assertion then follows from Theorem 3.5 and from the first assertion of
this theorem. 0

Remark 4.2. (i) The skew—product system in the example in Section 2 has only
a local attractor associated with the pullback attractor.

(ii) If in addition to the assumptions of Theorem 4.1 the stable set W*(A) of A
satisfies W*(A) = X, then A is in fact a global attractor ([5], Lemma 7).

Theorem 4.3. Suppose that (U, ¢, (P, T,0)), P compact, is a nonautonomous

dynamical system with a pullback attractor A= {A(p)}pep and suppose that W*(A)
= X where A = Upecp(A(p) x {p}).
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If the mapping p — A(p) is lower semi—continuous, then Aisa uniform pullback
attractor hence a uniform forward attractor.

Proof. Suppose that the uniform convergence

lim sup distu(6(¢, D.p), A(2p) =0

t—00 pep
is not true for some D € D.. Then there exist ¢g > 0, a set Dy € D, and sequences
t, — 00, pp € P and u,, € Dg such that:

(11) diStU(Qs(tn»Unapn)aA(Utnp)) > €0

Now P is compact and A is a global attractor by Remark 4.2 (ii), so it can be
supposed that the sequences {¢(tn, un,pn)} and {o, p} are convergent. Let u =
limy, 00 @(tn, tn,ppn) and p = lim,,_,o, 0, pn. Then @ € A(P) because T = (u,p) €
A. On the other hand, by (11),

gg < diStU((b(tnvpnaxn)aA(Utnpn))
< diStU(¢(tna Pn, xn)v A(ﬁ)) + diStU(A(p)v A(Utnpn))'

By the lower semi—continuity of p — A(p) it follows then that @ ¢ A(p), which is
a contradiction. (]

Remark 4.4. The example in Section 2 shows that Theorem 4.3 is in general not
true without the assumption that W*(A) = X. In view of Corollary 2.8, the set
valued mapping p — A(p) will, in fact, then be continuous here.

5. EXAMPLES OF UNIFORM PULLBACK ATTRACTORS

Several examples illustrating the application of the above results, in particular of
Theorem 4.3, are now presented. More complicated examples will be discussed in
another paper.

5.1. Periodic driving systems. Consider a periodical dynamical system (P, T, o),
that is, for which there exists a minimal positive number T' such that orp = p for
any p € P.

Theorem 5.1. Suppose that a nonautonomous a-condensing dynamical system
(U, ¢, (P,R,0)) with a periodical dynamical system (P,R, o) has a pullback attractor

A= {A(p)}pep - Then Aisa uniform forward attractor for (U, ¢, (P,R,0)).

Proof. Consider a sequence p,, — p. By the periodicity of the driving system there
exists a sequence 7, € [0,7] such that p, = o, p. By compactness, there is a
convergent subsequence (indexed here for convenience like the full one) 7,, — 7 €
[0,T]. Hence

p= lim p, = lim 0r, P = 07D
n—o00 n—00
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which means 7 = 0 or 7. Suppose that 7 = T. Then

nh—)ngo diStU(A(p)v A(pn)) = nh—>ngo diStU(A(p)? ¢(Tn7 A(p)ap>)
diStU(A(p)v (],5(T, A(p)vp))
= disty(A(p), A(orp)) =0

since ¢ is continuous and A(p,,) = A(o,,p) = ¢(7n, A(p), p) by the ¢—invariance of
A. Hence the set valued p — A(p) is lower semi—continuous.

Now ¢(nT,ug,p) = ¢(nT,up,0_prp) since p = o_,7p by the periodicity of the
driving system (P, R, o). Hence from pullback convergence

lim disty (¢(nT, uo,p), A(p)) = lim disty (¢p(nT, uo,0—nrp), A(p)) =0
for any (ug,p) € U x P. On the other hand

sup disty (¢(s + nT, ug, p), A(Tstnrp))
s€[0,T]
= S][Jp | diStU(¢(87 (]5(TLT, u07p), UnTp)7 ¢(S7 A(UnTp>7 UnTp)) =0
se[0,T
by the cocycle property of ¢ and the ¢—invariance of A. Hence
t1i>1£10 dlStX ((¢(t7 u07p)a O-tp)’ A) = 07

where A = Upep (A(p) x {p}). This shows that W*(A) = X. The result then
follows by Theorem 4.3. (]

Consider the 2—dimensional Navier Stokes equation in the operator form

(12) ‘C%‘ +vAu+ Bu) = f(t), u(0) =uy € H,

which can be interpreted as an evolution equation on the rigged space V.C H C
V', where V and H are certain Banach spaces. In particular, here U = H, which
is in fact a Hilbert space, for the phase space. Then, from [32] Chapter 3,

Lemma 5.2. The 2-dimensional Navier Stokes equation (12) has a unique solution
u(+,up, f) in C(0,T;H) for each initial condition ug € H and forcing term f €
C(0,T; H) for every T > 0. Moreover, u(t, ug, f) depends continuously on (t,ug, f)
as a mapping from RT x H x C(R, H) to H.

Now suppose that f is a periodic function in C'(R, H) and define o, f () := f(- +¢).
Then P = |J,cp 0cf is a compact subset of C(R, H). By Lemma 5.2 the mapping
(t,u0,p) — ¢(t, ug,p) from RT x HxC(R, H) — H defined by ¢(t, ug, p) = u(t, ug, p)
is continuous and forms a cocycle mapping with respect to o on P. By [32] Theorem
I11.3.10 the mapping ¢ is completely continuous and hence a-condensing.
Lemma 5.3. The nonautonomous dynamical system (H,p, (P,R,0)) generated
by the Navier Stokes equation (12) with periodic forcing term in C(R,H) has a
pullback attractor.

Proof. The solution of the Navier Stokes equation satisfies an energy inequality

t t
1
@+ o0 [ ot < fuolly + 5 [ o) dr
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where Ay is the smallest eigenvalue of A. It follows that the balls B(p) in H with
center zero and square radii

1 0
R = [ e Ipoldr

— 00

is a pullback attracting family of sets in the sense of Theorem 2.5. In particular,
C(p) := ¢(1, B(o_1p),0_1p) satisfies all of the required properties of Theorem 2.5
because ¢(1,-,p) is completely continuous. O

This theorem and Theorem 5.1 give

Theorem 5.4. The nonautonomous dynamical system (H, ¢, (P,R,0)) generated
by the Navier Stokes equation (12) with periodic forcing term in C(R,H) has a
uniform pullback attractor which is also a uniform forward attractor.

Remark 5.5. See [16] for a related result involving a different type of nonau-
tonomous attractor.

5.2. Pullback attractors with singleton component sets. Now pullback at-
tractors with singleton component sets, that is with

A(p) ={alp)}, alp) €U,

will be considered.

Lemma 5.6. Let (U, ¢, (P, T,0)) a nonautonomous dynamical system and let A=
{A(p)}pep be a pullback attractor with singleton component sets. Then the mapping
p — A(p) is continuous, hence lower semi—continuous.

Proof. This follows from Corollary 2.8 since the upper semi—continuity of a set
valued mapping p — A(p) reduces to continuity when the A(p) are single point
sets. O

It follows straightforwardly from this lemma and Theorem 4.3 that

Theorem 5.7. Suppose that (U, ¢, (P, T,0)) with compact P has at pullback
attractor A = {A(p)}pep with singleton component sets which generates a global

attractor A = UpepA(p) x {p}. Then Aisa uniform pullback attractor and, hence,
also a uniform forward attractor.

The previous theorem can be applied to differential equations on a Hilbert space
(H,{-,-)) of the form

(13) u' = F(oyp,u)
where F' € C(P x H, H) is uniformly dissipative, that is, there exist v > 2, o > 0
(14) (F(p,u1) — F(p,u2),ur —uz) < —arllug —uz|”

for any uy1, us € H and p € P.

Theorem 5.8. [9] The nonautonomous dynamical system (H, o, (P,T,0)) gener-
ated by (13) has a uniform pullback attractor that consists of singleton component
subsets.
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For example, the equation
v = F(op,x) = —ulu| + g(o:p)
with g € C(P,R) satisfies

1 1
(u1 — ug, Foyp,ur) — F(owp,uz)) < —§|U1 —ug|*(Jur| + Juz]) < —§|U1 —us|?,

which is condition (14) with o = 1 and v = 3.

The above considerations apply also to nonlinear nonautonomous partial differen-
tial equations with a uniform dissipative structure, such as the dissipative quasi—
geostrophic equations

(15) wt""J(djaw)"_ﬁwz:VAW_TW—’_f(xayvt) 9

with relative vorticity w(z,y,t) = AY(x,y,t), where J(f,9) = fzgy — fygs is the
Jacobian operator. This equation can be supplemented by homogeneous Dirichlet
boundary conditions for both v and w

(16) Y(x,y,t) =0,  w(z,y,t)=0 ondD,
and an initial condition,
w(z,y,0) = wo(z,y) on D,

where D is an arbitrary bounded planar domain with area |D| and piecewise smooth
boundary. Let U be the Hilbert space Lo(D) with norm || - ||.

Theorem 5.9. Assume that

r av _ 1 _(|D]

LA Y =<

2+|D|>25<w " )
and that the wind forcing f(x,y,t) is temporally almost periodic with its L?(D)-
norm bounded uniformly in timet € R by

3
r r wv 1 _(|D] 2
LoDl < Ty 2 1)

Then the dissipative quasigeostrophic model (15)-(16) has a unique temporally al-
most periodic solution that exists for all time t € R.

The proof in [15] involves explicitly constructing a uniform pullback and forward
absorbing ball in L?(D) for the vorticity w, hence implying the existence of a
uniform pullback attractor as well as a global attractor for the associate skew—
product flow system for which the component sets are singleton sets. The parameter
set P here is the hull of the forcing term f in L?(D) and a completely continuous
cocycle mapping ¢(t, ug, p) = w(t, ug,p) with respect to the shift operator o on P
that is continuous in all variables.

5.3. Distal dynamical systems. A function 7(“?) : R — U represents an entire
trajectory 7(*“?) of a nonautonomous dynamical system (U, ¢, (P, T, o)) if v(*?)(0)
=wu € U and ¢(t,y"P)(7),0,p) = v“P)(t +7) for t > 0 and 7 € R. A nonau-
tonomous dynamical system is called distal on T~ if

1 (ul ,p) (u2 7p)
jnf dy (7040(1),7040 (1)) > 0
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for any entire trajectories v(“1?) and 4(“2:P) with uy # us € U and any p € P. A
nonautonomous dynamical system is said to be uniformly Lyapunov stable if for
any € > 0 there exists a 6 = d(¢) > 0 such that

dU ((b(ta u17p)7 ¢(t,’U;2,p)) < 4

for all uy, us € U with dy (ug,us) < e, p € P and ¢ > 0. Finally, an autonomous
dynamical system (P, T, o) is called minimal if P does not contain proper compact
subsets which are o—invariant.

The following lemma is due to Furstenberg [18] (see also [3] Chapter 3 or [25]
Chapter 7 Proposition 4).

Lemma 5.10. Suppose that a nonautonomous dynamical system (U, ¢, (P, T,o))
is distal on T~ and that (P, T,o) is minimal. In addition suppose that a compact
subset A of X is m—invariant with respect to the skew-product system (X, Tt 7).
Then the mapping p — A(p) := {u €U : (u,p) € A} is continuous.

The following theorem gives the existence of uniform forward attractors.

Theorem 5.11. Suppose that the nonautonomous dynamical system (U, ¢, (P, T, o))}
is uniformly Lyapunov stable and that the skew—product system (X, T, 7) has a

global attractor A = UpepA(p) x {p}. Then A= {A(p)}pep is a uniform forward
attractor for (U, ¢, (P,T,0)).

Proof. Suppose that the nonautonomous dynamical system (U, ¢, (P, T, o)) is not
distal. Then there is a py € P, a sequence t,, — oo and entire trajectories ~(%1:P0)
7(“24’0) with u; # wusy such that

lim dy (%m»m)(ftn),7<u27m>(7tn)) =0.

n—oo

Let € = dy (ug,u2) > 0 and choose § = §(¢) > 0 from the uniformly Lyapunov
stability property. Then

d (5020 (~t), 7250 (1)) < &

for sufficiently large n. Hence

dU <¢(t7 V(UI’pO) <_tn)7 07t7LpO)’ (b(ta ,y(u;:,po)(_tn>7 U*tnpo)) <¢€

for ¢ > 0 and, in particular,

£ = dU (u17 Ug) = dU <¢(tn7 ’Y(UI’pO)(itn)a U—tnpo)v ¢(tn7 ’Y(ug’pO)(it")’ U_tnpo)) <¢

for t = t,, which is a contradiction. The nonautonomous dynamical system is thus
distal, so p — A(p) is continuous by Lemma 5.10. The result then follows from
Theorem 4.3 since {A(p)},ep generates a pullback attractor. O

This theorem will now be applied to the nonautonomous differential equation (13)
on a Hilbert space H, which is assumed to generate a cocycle ¢ that is continuous
on TT x P x H and asymptotically compact.

Theorem 5.12. Suppose that F' € C(H x P, H) satisfies the dissipativity conditions
(17) (F(ur,p) — F(u2,p),ur —uz2) < 0

(18) <F(u’p)au> § 7/L(|7.L|)
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for uy, uz, u € H and p € P, where i : [R,00) — RT\ {0}. Suppose also that
(13) generates a cocycle ¢ that is continuous and asymptotically compact. Finally,
suppose that (P, T, o) is a minimal dynamical system.

Then the nonautonomous dynamical system (H, ¢, (P, TT,0)) has a uniform pull-
back attractor.

Proof. Tt follows by the chain rule applied to ||u]|? for a solution of (13) that
lo(t,u,p)|| < |Ju|| for |u] > R, t > 0 and p € P. Hence the nonautonomous
dynamical system (X, T*,7) has a global attractor [8]. On the other hand, by
(17),

||¢(t,u1ap) - ¢(t7u23p)” < ||u1 - U‘Q”
fort > 0, p € P and uj, up € H. Theorem 5.11 then gives the result. ([

The above theorem holds for a differential equation (13) on H = R with
—(u+1)+g(p) : uv<-1
F(p,u) = 9(p) Poful <1

—(u—1)4+g(p) : u>1.
where g € C(P,R).
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